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Abstract—In the domain of energy automation, where a
massive number of software-based IoT services interact with
a complex dynamic system, processes for software installation
and software update become more important and more complex.
These processes have to ensure that the dependencies on all
layers are fulfilled, including dependencies arising due to the
energy system controlled by IT components being a hidden
communication channel between these components. In addition,
the processes have to be resilient against faults in and attacks to
both the energy grid and the communication network.

The ERA-Net funded project LarGo! aims at developing
and testing processes for the large scale rollout of software
applications in the power grid domain as well as the user domain.
This article describes a work in progress and the project’s
roadmap to solve the technical issues. It investigates the problems
that arise from the interlocking of the two networks — the power
grid and the communication network. Based on this analysis a
first set of requirements for a rollout process in such a Smart
Grid is derived and the chosen approach to verify the resilience
of the developed processes under research is described.

Index Terms—Application Management, Rollout, Smart Grid,
Processes.

I. INTRODUCTION

A. Problem Statement

The paradigm in which classical Remote Terminal Units
(RTUs) are connected to a Supervisory Control And Data Ac-
quisition (SCADA) system using an isolated communication
infrastructure cannot be applied to Smart Grid operation. In
contrast to RTU-based distribution grid control, modern Infor-
mation and Communications Technology (ICT) based control
in Smart Grids requires sophisticated device- and application-
management as well as security maintenance processes and
technology. Distributed monitoring and control schemes are
required in both the distribution (e.g., in smart secondary
substations) and customer (e.g., using energy management
systems) domains, which are connected using a public or
shared ICT infrastructure.

In previous projects (e.g., for Smart City Demo Aspern [1],
enera [2], and ZEROPIlus [3]), Smart Grid applications were
developed to support economic and ecological energy supply
using this form of infrastructure. These applications were
manually deployed to the field devices. In real world envi-
ronments, hundreds of secondary substations and (hundreds
of) thousands of devices in the customer domain are to
be managed. These nodes are distributed and connected via
an ICT infrastructure that varies greatly in quality. In these
environments the manual approach is not feasible anymore.

In the smart phone sector the installation or the update of a
software component (app, driver, operating system, etc.) does
only affect the device itself. Industrial IoT apps can interact
with an external system (e.g., the power grid) that becomes a
hidden communication channel. Thus for these applications it
is important to ensure that the running apps (or an area-related
subset of these apps) work together correctly. The deployment
process must therefore be resilient to faults and attacks in both
the ICT system and the power grid system.

The ERA-NET [4] funded project LarGo! investigate the
mass rollout of Smart Grid applications for energy and grid
management. It tackles the challenge of stable and resilient
system operation in a setting where communication systems
are used for both Smart Grid runtime operation (such as mon-
itoring), controls and ICT maintenance (such as application
deployment and patching), as well as remote configuration.

B. Scientific Approach

We pose the hypothesis that ICT maintenance cannot be
conducted independently of the runtime operation of a Smart
Grid. For example, on a utility scale, the time required for
deployment and ICT maintenance processes overlaps sig-
nificantly with operational periods (i.e., these two aspects
cannot be readily separated). Furthermore, the exchange of
operational data will use the same communication channels
as used for ICT maintenance. As an example of the problems



this causes, we have observed that the testing of novel fea-
tures for smart meters is difficult because remotely updating
firmware (required to deploy new features) and the standard
process of meter reading adversely interfere with each other
on the communication channel. Furthermore, firewall updates
in distribution substations can cause them to be offline for
substantial periods.

To test this hypothesis and evaluate solutions, LarGo! will
implement a utility-scale and highly accurate emulation of
the required systems for ICT maintenance. To support this,
monitoring and grid control approaches from national demon-
strators (Smart City Demo Aspern in Austria [1] and enera [2],
ZEROPIus in Germany [3]) are scaled-up and operated in this
realistic environment, allowing different design options to be
analysed. We will use co-simulation to examine the interaction
between ICT and physical power systems, which could result
in the degradation of operational quality indices, such as power
quality or losses.

Existing tools and methods for Smart Grid co-simulation
(the Mosaik framework [5], OpenMUC [6], [7], modular
Smart Grid applications [8], [9], application lifecycle man-
agement [9]-[11], a time-series store [11], [12], testing meth-
ods [13], and requirements elicitation methods [14]) that have
been developed by the project partners will be used and
extended. Additionally, co-simulation results can be verified
with Controller Hardware in the Loop (CHIL) and Power
Hardware in the Loop (PHIL) experiments. Finally, to gain
real-world insights, selected Smart Grid applications will be
rolled out in the Smart City Aspern and ZEROPIus testbeds.

The Smart Grid applications that will be considered in
the LarGo! project will be described through a set of use
cases. Here, a use case is a specification of a set of actions
performed by a system, which yields an observable result that
is of value for one or more actors. The overall integration
of use cases will be illustrated with the help of the Smart
Grid Architecture Model (SGAM) Framework [15] and the
IEC 62559 use case template [14]. Thus, requirements focus
not only on functionality, but also gaps in the system design
can be analysed.

C. Outline

In the following sections we describe the current state of
research in the LarGo! project. We first describe the require-
ments elicitation in the light of a secure and resilient massive
service rollout. We describe basic domain requirements and
how LarGo! is going to approach the resulting challenges
(Section II). Thereafter (Section III) we discuss several benign
and malicious ways that the rollout of Smart Grid services
could be challenged, resulting in failure. In Section IV we
discuss the security and resilience aspects of the massive
deployment of services in a Smart Grid. The environment in
which LarGo! is going to test the developed algorithms and
mechanisms is then described in Section V. In Section VI we
describe the next steps the LarGo! project is going to take to
achieve the described goals. The paper is concluded with a
summary in Section VIIL.

II. ROLLOUT PROCESS - REQUIREMENTS
A. Requirements Elicitation

One important aspect in the system design-phase is the pro-
cess of requirements elicitation. Stakeholders have to provide
both the functional as well as the non-functional requirements
for the engineer to implement a meaningful system and
behavior. Given the usual design process, it is meaningful to
spend effort at the early stages on high-quality requirements
documentation as it will save expenditures in the later stages
of the projects where the costs will even be higher to correct
faulty design decisions. One particular way to deal with a
meaningful process of requirements elicitation is the use of
the IEC 62559 use case case template [14]. Within the M/490
mandate by the European Commission to CEN/CENELEC and
ETSI, the template was further elaborated on and can be seen
as the state-of-the-art method of documenting domain-specific
knowledge from stakeholders for Smart Grid applications [16].

Still, the original scope of IEC 62559 template was on
the envisioned behavior of both actors and systems in scope.
Within the scope of defining resilient systems and their re-
quirements, we need to shift from documenting observed in-
tended behavior of a system to possible non-intended behavior.
This is often called a mis-use case, the term being derived from
and meaning the inverse of use case. It describes the process
of executing a malicious act against a system, while use case
can be used to describe any action taken by the system. Within
LarGo!, we will use an extended version of the IEC 62559
template to cover mis-use cases in order to elicit information
for resilience criteria analysis.

B. The Domain

A process to rollout applications to a massive number
of devices must take dependencies on various levels into
account. As depicted in Figure 1 these dependencies range
from device level software version dependencies, and system
level dependencies like protocol version numbers, to domain
specific dependencies.

In general the dependencies of an application and thus its
impact on the power grid can either be system wide, or limited
to a sub-scope of the system. For example, an update of an
application that optimizes the energy consumption within a
household by using a battery for specific consumers (e.g.,
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(Drivers, Libraries, OSGi
Modules, VMs etc.)

Fig. 1. Requirements Pyramid



garden lightning) but without influence on the power grid,
can be rolled out to specific devices without taking other
grid components into account. In case the application has an
effect on the consumption from the power grid, the update of
this application in multiple households connected to the same
branch in the low voltage grid might have an effect on the
voltage stability of this branch, but is not likely to have an
effect beyond the border between low voltage and medium
voltage sections of the grid. The application could thus be
rolled out in several steps, each step covering a separate low
voltage grid section to avoid a blackout of all branches at
the same time and to be able to stop and rollback the rollout
process in case of failures.

Before an application can be started, the dependencies on all
levels (cf. Figure 1) must be satisfied. To ensure that all tech-
nical dependencies are fulfilled on the System Level and the
Device Level the most common approach is to use identifiers
and version numbers. There are domain level dependencies,
which are directly coupled to one of the lower levels. For
example, the stability of the power could depend on the usage
of specific versions of two otherwise non-coupled applications,
which can be ensured using the common techniques already
applied on the System and Device Level. However since
these dependencies are non-technical on the Component Layer,
Communication Layer, and Information Layer, methods are
needed to manage and make these dependencies explicit on
the Function Layer or Business Layer (for the different layers
see SGAM [15]).

To ensure that a rolled out application works correctly, its
output can be validated against a model of the environment.
This validation can not only be done in fully operational mode,
but in addition in a standby phase in which the application
receives input, but is not allowed to provide its output to
other components and thus alter the state of the environment
(cf. [17]). Depending on the scope in which the application
interacts with the environment, the validation can also be scope
specific (e.g., because of performance restrictions) or cover a
larger scope (e.g., to detect impacts on a larger scope via the
hidden communication channel power grid):

e In a Building Energy Management System (BEMS), the
output of the applications could be checked against a
model of the building.

o In a secondary substation the output of apps installed
on devices in the substation or even of applications in a
BEMS that consume power via the substation, can be
validated against a model that includes the substation
itself, multiple buildings and the power lines between
these components [18].

¢ In Central Control (CC) a high level model could be
used to check the output of applications on devices in
the substations. Since CC is the most likely place for ex-
tensive computing power, the model could also be much
more detailed than the models used for verification in
the substations and the BEMSs (e.g., the open Common
Information Model — CIM standard [19], [20]).

In addition to ensuring that the described dependencies are
satisfied on all layers during the complete process, the rollout
of applications to a massive number of devices which interact
with a complex environment must fulfill at least the following
basic cross-use-case requirements:

« Minimize interference with operational processes.

o Provide automatic rollback in case of a failure.

o Require as little human interaction as possible.

o Resilience against faults of and attacks against the ICT
network and the power grid (see Sections III and IV).

Analogue to transactions in the database domain, the rollout
process needs mean to automatically rollback the state of all
involved distributed devices to a previous state. However a
complete rollback to the previous state can only be ensured
in the ICT domain. When the applications already altered the
controlled complex system (i.e., the state of the power grid),
the recovery to a stable, full functional state of the overall sub-
systems might not be possible. In this case human interaction
is unavoidable.

Figure 2 shows an example for an application lifecycle
based on the OSGi app lifecycle [21] that fulfills the basic
requirements needed to support the domain specific use-cases.
It focuses only on one device or runtime environment, which
does not necessarily require a permanent connection to the
operator backend. Once an application’s installation is initiated
(i.e., the respective command is either executed by the operator
by use of a backend dashboard or by a scheduled event),
the respective app is downloaded to the intelligent Substation
Node (iSSN) and the app’s lifecycle is started. All lifecycle
tasks (i.e., install, start, stop, uninstall) include an immediate
state step in which the respective tasks are executed. The
lifecycle is enriched by the two sub-states In Verification and
Active to implement the described app verification mechanism.
This need not be a direct sub-state in the app lifecycle but can
be indirectly implemented by using configuration interfaces to
the application.

In real life scenarios, the devices to be managed by the
software rollout system will be inhomogeneous. Thus the
system will have to include means to handle different app
lifecycles or wrap them, so that they fulfill the described basic
requirements.
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III. CHALLENGES TO SERVICE ROLLOUTS

There are several ways that the rollout of Smart Grid
services could be challenged, resulting in failure. These chal-
lenges can either be benign or malicious. Regarding benign
challenges, we foresee four main types: (i) issues related to
Quality of Service (QoS), for example, in the communication
network; (ii) faulty hardware, software, or (change manage-
ment) processes; (iii) incomplete state awareness; and (iv)
human error.

The communication networks that support Smart Grid ser-
vices can use a range of technologies with different QoS
characteristics; for example, related to bandwidth, delay, error
rates, and losses. In many cases, a range of technologies
will be used along an end-to-end path in the Smart Grid,
including optical fiber, Wireless LAN (WLAN), Power-Line
Communication (PLC), GSM, Zigbee, etc. Insufficient QoS,
for instance caused by transient network demand or losses
caused by environmental factors, can result in service rollouts
not completing or taking unacceptably extended periods to
complete.

The potential situations that faults could be triggered, result-
ing in a rollout failure, are manifold: in the Smart Grid, there is
a combination of legacy systems, which are relatively fragile to
change, as well as novel devices and software. The deployment
of novel services, which may contain faults (software bugs)
could result in service failures. This may also occur when
novel services negatively interact with existing and legacy
systems. Furthermore, faults in the software and processes that
are used to support service rollouts could result in a novel
service not being successfully deployed.

Closely related to these challenges are failures that are
caused by incomplete or incorrect awareness of the system
state, and how it is typically operated and functions. A good
example of this form of challenge are differences in hardware
configurations, such as available volatile memory and storage,
that are used for testing new services — prior to deployment —
and those that are deployed in the field. Similarly, there may
be differences between organizational processes that describe
how systems are used, which are used as a basis for supporting
rollout decisions, and the way the system is used; these
inconsistencies could lead to failures of the rollout process
or the novel service being deployed.

Perhaps one of the most prevalent and difficult to manage
challenges to software rollouts are human errors. These can be
caused by insufficient knowledge and training in the service
rollout processes and systems, for example. A key distinction
that can be made regarding human error, is whether the person
involved is unwittingly (or not) being manipulated as part of
an attack that is using a social engineering component. In
this case, behavioral analysis techniques can be used to detect
abnormal patterns that could indicate that a misuse of systems
is taking place.

There are several malicious approaches that can be used to
cause failures in service rollouts that need to be addressed.
In general, from an operational perspective, an attacker will

aim to compromise the integrity and availability of various
aspects associated with rollouts. For example, an attacker can
aim to compromise the integrity of software modules, which
are to be deployed, that reside in repositories or while they are
being communicated to target devices. As a further example, a
Denial of Service (DoS) attack could be targeted at the systems
and networks that are involved in the service rollout process.

The target of a cyber-attack could be the systems being used
for service rollouts, such as software repositories, management
systems, or communication networks. Furthermore, to inhibit
the successful rollout of a service, an attacker may choose to
compromise the environment the services are being deployed
into. For example, this could take the form of an attacker
manipulating the measured state of the system, resulting in
failures that are like those mentioned earlier regarding incon-
sistent state awareness. Similarly, an attacker could seek to
drive the system (either its cyber or physical systems) into a
non-nominal state, which could result in a service rollout being
curtailed. Previous works have proven that system redundancy
is key in mitigating such forms of attacks [22]-[24]. However,
in large-scale and distributed systems such as the Smart Grid,
the challenge is to keep infrastructure redundancy minimal
while ensuring resilience against attacks, which we aim to do
through the development of clever algorithms (e.g., [25], [26]).

In short, the potential threat actors (e.g., nation state ac-
tors, industrial competitors, ...), attacker vectors (e.g., social
engineering, supply chain attacks, physical and blended at-
tacks, ...), and types of attack (e.g., DoS attacks, Man-in-
The-Middle attack, ...) are manifold. In this context, it is
critical that operators regularly perform an assessment of cyber
security risks and deploy appropriate measures to mitigate
identified risks.

IV. SECURE AND RESILIENT ROLLOUT
A. Secure Architecture

The overall architecture in LarGo! shall be prone to certain
kind of attacks which can already be envisioned. Different
repositories documenting attacks already exist; for exam-
ple, the Open Web Application Security Project (OWASP)
repository dealing with vulnerabilities of web-based sys-
tems, the Repository of Industrial Security Incidents (RISI)
database or the Common Attack Pattern Enumeration and
Classification (CAPEC) dictionary and classification taxon-
omy database [27].

Those vulnerabilities provide good means as a starting point
to take into account certain decisions at design time of the
LarGo! system and its rollout. In addition, requirements from
stakeholders have to be taken into account as documented in
Section II.A. While positive system functionality is covered by
use case management, the aforementioned misuse cases and a
new template will provide a way to document the unintended
behavior and needed mitigations to deal with threats. Defined
scenarios will provide threats and typical attacks from the
aforementioned databases, and annotate mitigations in both
design process and operations to the corresponding scenarios;



thus, addressing known and generic vulnerabilities at design-
time of both the system and its operational procedures. This
will make for a good traceability of requirements for a secure
and safe system operation and provide trust in the system
developed [28].

B. Resilient Control

The aim of resilient control in the face of faults and attacks
on the power grid connected via an ICT infrastructure is to
ensure its smooth operation through smart algorithms [29].
Mathematical control and systems engineering presents tools
that are amenable for the design of control algorithms that
are distributed, automated, and resilient. Typically, the algo-
rithms employ physical models and measurement redundancy
for detecting and isolating misbehaving devices (e.g., [24]).
In response to a detected misbehavior, the controller could
automatically reconfigure, or ask for human intervention.

LarGo! focuses on the safe and secure rollout of new
applications in the Smart Grid, and resilient controllers can
assist in multiple ways. Two key points prone to benign and
malicious faults and attacks, especially during rollout, are (i)
the metering and actuation devices; and (ii) the Supervisory
Control and Data Acquisition system (SCADA). During the
rollout, resilient control methodologies can be used to monitor
the system state and alert the operator of any mis-use.

Further, resilient control strategies provide a systematic
methodology for ensuring the patched software performs as
desired when deployed in the Smart Grid through modular
design and checkable criteria that can be performed offline.
Additionally, software deployment is also rolled out in a
careful manner to ensure maximal protection against system
failure and attacks. For this, we need to investigate the design
and tuning of model-based anomaly detectors (e.g., [30], [31]).

V. CO-SIMULATION

In the past, approaches to simulating a part of the Smart
Grid a researcher was interested in has always used one
of the most prudent approaches: simplifying the model. In
short, while a researcher models the part of the simulation
he is familiar with in intricate detail, all other parts get either
abstracted away or are assumed to “just work”. In an integrated
Smart Grid environment, this can be a dangerous assumption.

As described above, the ICT infrastructure, the power grid,
and the applications that will in future be a substantial part
of the overall power system are interlocked. How will an
unsuccessful application deployment impact the grid opera-
tions? Can a failure in the ICT infrastructure endanger the
provisioning of real or reactive power? What happens on a
brownout with subsequent loss of the computer networks?
Domains that have once been largely seen as a commodity
(such as the communication infrastructure that powers the
Internet) have, with the notion of the Smart Grid and the
beginning pervasion of applications on top of the tradition
open- and closed loop control systems, become critical to the
operation of the power grid.

However, there is no one software to simulate them all.
Every domain has its experts with their detailed knowledge;
creating a software package that would include ICT simula-
tions, power grid simulations, power flow studies, and virtual
environments for real-world software applications, such as the
LarGo! project needs, would be a herculean effort at best and
would most probably fail. Therefore, our attention shifted to
the coupling of domain-specific simulators. Coupling, enabling
data exchange and synchronizing these simulators in a divide-
et-impera approach is the better solution.

A co-simulation framework such as Mosaik [5] allows to
couple software of different vendors, executed on different
machines with different operating systems. It allows to let
these simulation softwares exchange data, such as supplying
a voltage reading from a power flow study, routing it as a
network packet through the ICT simulation and presenting it
to an application tied to a third simulator. LarGo! will make
heavy use of this ability to the extend to not only couple
simulators, but also the project partners through VPN tunnels,
allowing each to contribute their expertise to an integrated,
albeit distributed, simulation environment with real Controller
and Power Hardware in the loop (CHIL/PHIL, see Figure 3).
The following paragraphs describe our assumptions for the
creation of the co-simulation testbed.
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Fig. 3. Architecture of Simulation Environment

To this end, we have created an ICT network using a
private IP network range. This range is subdivided into three
distinct, but interconnected, network areas to model different
network archetypes. Here, we assume that mainly services
based on the Transmission Control Protocol (TCP) will see
deployment. Considering the standard literature [32], [33], as
well as analyses (e.g., [34]-[36]), we can safely assume that
an initial ICT modeling concept that concentrates on the delay
as perceived by the application layer is largely sufficient for
the task at hand.

The Dedicated Network Area serves to model the best-
case condition: links dedicated to the ICT requirements of the
power grid operator. We assume that neither broken links nor
any packet loss due to congestion happens, as the dedicated
network features reliable links and sufficiently-sized hardware.
Therefore, delay can be proportional to:



d ~ 10450 - f(z,1) [ms] , (1)

where f(z, 1) denotes the Probability Density Function (PDF)
of an exponential distribution with A = 1.

The second defined area is the Shared Links Area. It covers
most current ICT for distribution system operators that chose
to use encrypted communication over public telecommunica-
tions infrastructure. Here, we will see occasionally congestion,
but no line drops. The delay follows a normal distribution:

d ~ N (50;250) [ms] . )

The extreme end is denoted by the High-impairment Net-
work Area. It assumes many low data-rate wireless links with
volatile link quality, letting packet transmission stall or even
abort at uncontrollable intervals. This network area will be
the litmus test for a resilient rollout process in its modeling
of network transmission delay:

d ~ U[0; 00] [ms] . 3)

In addition to the simulated ICT network, the applications
that see deployment in LarGo! — such as the ones powered
by the openMUC framework [6] — are connected to the
ICT simulation using a virtual network interface, a TAP
device [37]. The respective software is deployed in Docker
containers, having its usual software environment, while the
virtual network device sets the default route upon initialization
and routes all traffic into the ICT simulation, where it is routed
like any real traffic and treated according to the above network
area specifications.

The power grid simulation (see Figure 3) is designed using
the co-simulation middleware LabLink [38] and is not limited
to software only components. It interacts with the real con-
troller and power hardware in addition to power gird modeled
with the leading power system analysis tool DIgSILENT
PowerFactory [39].

VI. FUTURE WORK

The LarGo! project is currently finalizing the specification
of detailed use-cases for service rollouts that are to be imple-
mented in the described simulation environment. From these
use-cases requirements for the secure and resilient rollout pro-
cess are derived using the described requirements elicitation
process.

Existing technologies, for example including resin.io [40],
Eclipse hawkBit [41] and others, will be evaluated against
the derived domain specific requirements and analysed with
respect to the described security and resilience requirements.
Based on the derived requirements, and on the analysis of state
of the art solutions for software rollout, a process for massive
service rollout in Smart Grids will be defined and tested in
the described simulation environment. We expect a detailed
evaluation of the large co-simulation environment. In future
publications, we will show how the co-simulation approach
influences the assessment of the software roll-out process and
describe the runtime characteristics.

The LarGo! project will end with a field test in the test-beds
of Smart City Aspern [1] and ZEROPlus [3].

VII. CONCLUSION

Ongoing digitalization in the power system domain results
in a changing environment for ICT in electric distribution
grids. LarGo! aims at creating three central innovative con-
tributions:

(1) LarGo! develops an open and standardized deployment
process that can be applied in the grid and customer domain.
This output has a strong impact on the efficiency of Smart
Grid rollouts, the creation of marketplaces for Smart Grid
applications and the adoption potential of new Smart Grid
solutions.

(2) LarGo! seeks for a resilient system and controls design
that tolerates the temporarily unavailability of ICT components
as a result of patching processes, technical failures or even
malicious actions. This contribution is unique because it is
made with a holistic view on operational resilience of the
power grid infrastructure itself, the necessary communication
infrastructure, the design of applications and the necessary ICT
maintenance and deployment processes. This will also result
in requirements of future application design for mass rollout.

(3) LarGo! will realize a unique up-scaling and valida-
tion environment based on a large-scale and highly detailed
simulation approach with several (> 10) primary and > 500
secondary substations. Applications get deployed, maintained
and operated in an emulated cyber-physical environment with
primary and secondary substations of a distribution segment,
together with many active management systems on customer
sites. This environment, capable of enabling coupling of real-
world controller and power hardware for detailed analyses,
will have a tremendous potential for re-use after the project.
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